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Abstract—Cloud-centric workloads increasingly leverage
domain-specific accelerators (DSAs) such as GPU, NPU,
FPGA, etc., to achieve massive speedup over general-purpose
CPUs. These workloads compute sensitive data; furthermore,
the programs can be proprietary business secrets such as
high-performance AI models. Therefore, several confidential
cloud solutions have recently emerged to protect against the
attacker-controlled software stack (OS/VMM) and the cloud
service providers or CSPs themselves. CPU-centric trusted
execution environments, or TEEs, have been around for decades
and are deployed commercially. However, despite some recent
proposals, most nodes lack TEE capability and, therefore, are
unprotected against malicious CSP and software stack.

We address this gap by proposing a new dedicated hardware
module, the security controller (SC), that acts as the TEE proxy
for the legacy non-TEE DSA nodes in a data center across racks.
SC enforces access control and attestation mechanisms and
protects the non-TEE nodes even from a physical attacker. This
way, SC enables new-generation TEE-enabled nodes and legacy
non-TEE nodes to be used in a data center simultaneously while
ensuring security. We implement and synthesize SC hardware
and evaluate it with real-world cloud-centric workloads with
heterogeneous DSAs. Our evaluation shows that, on average, SC
introduces 1.5-5% overhead while running AI, Redis, and file
system workloads and scales well with an increasing number of
DSA nodes (up to 2236 concurrent NPUs running CNNs).

I. Introduction
Cloud service providers (CSP) are increasingly using het-

erogeneous domain-specific accelerators or DSAs [1, 2, 3] to
accelerate workloads such as AI/ML [4], graph processing [5],
in-memory caches [6], and many more. To maximize resource
utilization and scalability, DSAs are shared between multiple
tenants concurrently [7]. Such heterogeneity brings additional
challenges as the attack surface includes mutually distrusting
co-tenants, as well as CSPs. A malicious CSP controls all the
software and hardware infrastructure and can maliciously mod-
ify the configuration of tenants’ nodes [8]. Trusted execution
environments (TEEs) for CPUs [9, 10] as well as for DSAs [11,
12, 13, 14] enable secure user code execution without trusting
the OS or hypervisors. CPU-TEEs have become important
offerings in the cloud [15, 16, 17, 18]. Although TEEs serve
a necessary role, they are not sufficient if the user wants to
fully use the heterogeneity in a modern multi-tenant cloud.

Only a small fraction of the data center nodes that
tenants can rent are TEE-enabled. If users want to accelerate
training/inference on an AI accelerator, they have to choose
between performance and security. Either the users execute
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Fig. 1: The figure shows a high-level overview of Data center
topology. Racks are connected over high-speed optical switches, while
clusters of nodes within a rack are linked via InfiniBand to the data
center-level switch. The management plane (MP) performs resource
management and monitoring.

the computation on a TEE-enabled general-purpose CPU,
therefore sacrificing performance. Or, the users execute on the
non-TEE AI accelerator in an unprotected environment, risking
compromising the data and computation. One way to address
this problem is to make all nodes TEE-enabled. However,
this is impractical and leaves out many non-TEE legacy
devices. Prior works protect non-TEE nodes by deploying
bus-level isolation if they are all physically connected to a
TEE host [19, 20, 21]. Such host-centric solutions are not
applicable to a disaggregated data center setting, where similar
types of nodes are clustered together in racks. The racks
are connected over high-speed switches, as shown in Fig. 1.
A CSP may have several such data centers in different
geographical locations connected over fast networking. A user
workload may span over multiple data centers. Solutions that
enable TEE abstractions for a single rack containing non-TEE
CPU-GPU seem promising [22]. However, they do not
scale to multiple racks, do not support multi-tenancy, require
changes in the software stack, and are not designed to leverage
TEE-enabled nodes. Lastly, simply connecting TEE nodes
and rack-level solutions is not sufficient, as it does not make
them collectively secure. Thus, careful design considerations
are required for security and scalability at a data center level.

To address this gap, in this paper, we design a solution to
protect legacy non-TEE DSA nodes and connect them to the
new-generation TEE-capable nodes. We design a distributed
TEE solution that allows a tenant to securely use TEE nodes



(both CPUs and DSAs) and non-TEE legacy nodes. We use
three main insights to achieve this goal. First, we use TEEs on
available CPUs and DSAs to protect all outgoing data. Second,
we employ a security controller (SC), a dedicated low-TCB
hardware device, to protect all non-TEE nodes. The SC pro-
vides TEE properties such as attestation, isolation, and secure
channels to all non-TEE nodes. Although these two design de-
cisions may appear trivial and adequate to protect data and exe-
cution on nodes, further examinations reveal several issues that
require attention. For example, the CSP can reconfigure nodes
such that multiple tenants are mapped to the same memory
location, compromising isolation or disabling TEE protection
during sensitive computations. A physical attacker can bypass
the security controller by, e.g., directly connecting non-TEE
nodes physically. Local protection at each node is insufficient,
and we must ensure global isolation. Our third insight system-
atically addresses the gaps by attesting and locking the initial
state of nodes and checking resource management decisions for
violations of resource isolation and secure path guarantees. We
provide a secure physical perimeter to non-TEE nodes for pro-
tection against physical attacks. In summary, we approach the
problem in a distributed manner by first ensuring local security
and then enforcing global properties to maintain security. We
synthesize and place-and-route (where the components/blocks
are placed and wires are routed between them) our prototype
SC hardware in 28 nm, which is 0.46 mm2. Our synthesizedSC
prototype scales with concurrent multi-tenants and supports up
to 2236 concurrent NPUs running RetinaNet-RN50 or up to 117
SSDs running the FIO (R-RW) benchmark. We use three cloud-
focused benchmarks (CNN inference, Redis, and file system) to
show the practicality of our setup with low overhead.
Our Contributions. We now summarize our contributions:

1) Design Space Exploration We explore the design space for
enclave execution in a heterogeneous setting of a multi-tenant
cloud and explore five potential ways to compose distributed
enclaves with a mixture of TEE and non-TEE nodes. We
also analyze the pros and cons of these design choices and
pick the most suitable for large-scale data centers. We show
the feasibility of using TEE and non-TEE nodes to provide
enclave security primitives (Section III).

2) End-to-end System Design and Analysis Our end-to-end
system for data centers include both TEE and non-TEE
nodes. We enable TEE in two new DSAs, use two existing
TEE-DSAs, and integrate them with our system. Our
attestation mechanisms protect the integrity of distributed
enclaves, as well as the configurations of the platforms
involved. We provide an extensive security analysis of our
proposed design against potential attacks from untrusted
cloud service providers and compromised software stacks
(Section IV, and V).

3) Hardware Prototype and Evaluation We implement
our proposed design in dedicated hardware and evaluate
real-world cloud-centric workloads such as AI, storage, and
in-memory databases that show our system’s scalability and
modest performance costs (Section VI).

II. Problem Statement
We motivate the need for a new cloud-scale design that can

support confidential computing for a diverse set of devices, with
and without TEE support.

A. Setting
Disaggregated architecture [23] in modern data centers

leverages the performance of domain-specific accelerators
(DSA) such as GPUs, NPUs, storage [24], and smart NICs [25]
connected over a fast interconnect as shown in Fig. 1. Each
rack has several CPU or DSA nodes where the CPU nodes
are TEE-capable, and a DSA node could either be a TEE or
a non-TEE (legacy) node. The cloud service provider (CSP)
uses a management plane (CSP-MP) for resource allocation,
revocation, and monitoring [26, 27, 28]. In this setting, a tenant
deploys a job by submitting a manifest to the CSP-MP, specifying
the required size and type of resources from individual nodes.
Motivation: TEE and Non-TEE Devices in Data Centers.
A typical data center workload could be training a large language
model with a large data set or running an inference job (such as
a chatbot) that receives a large set of user queries. This would
involve CPU nodes running the software stack (OS, TensorFlow,
PyTorch), multiple GPUs and FPGAs accelerating the training
and inference, and SSDs storing the training/inference data
and results. We assume that in terms of TEE-capability, the
nodes are heterogeneous. For example, we can assume that most
of the CPUs are TEE enabled as most of the major hardware
vendors such as Intel [29], AMD [10], and ARM [30] provide
mature VM-based TEEs. The rest of the DSAs can either be
TEE-capable or legacy devices. While some existing GPUs, such
as Nvidia H100 [12], provide confidential computing features,
most other GPUs, NPUs, SSDs, FPGA, and many more are
not TEE-capable. While the TEE-capable devices can isolate
multiple tenants and provide a secure channel, the non-TEE
nodes do not have such a feature.

B. Trusted Execution Environments (TEEs)
TEEs provide sandboxed execution domains against an

attacker-controlled software stack such as OS and hypervisor.
TEEs could be standalone programs [31] or fully-fledged operat-
ing systems [30, 10, 29]. Due to the large diversity of TEE designs
and their security properties, formally defining the TEEs is tricky.
For example, in Intel SGX, any IO mechanisms are not secure as
SGX enclaves cannot make system calls and are solely handled
by the privileged OS. Therefore, secure IO is not SGX’s security
property. However, VM-based TEEs such as AMD SEV [10]
and Intel TDX [29] have extensive security features to protect IO
interfaces [32]. Existing work categorizes hardware-supported
TEEs based on their security features, such as memory and cache
isolation, attestation, secure IO, etc [33]. To define TEEs, we
rely on existing TEE definitions in the literature [34], where TEE
enclaves are abstracted to Separation Kernels, which is defined
in the Separation Kernel Protection Profile (SKPP) [35]. A sep-
aration kernel is an isolated execution with carefully controlled
interfaces to communicate with the external world or other sep-
aration kernels. A separation kernel may have shared resources
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with other kernels. The security properties of separation kernels
can be found in literature [34] and can be listed as the following:
• Spatial isolation: Data between the separation kernels are

completely isolated (read/write/execute).
• Temporal isolation: The shared resources between separation

kernels cannot leak information to each other.
• Control of information flow: All the communication

interfaces between the separation kernels are vetted and
cannot be performed unless explicitly permitted.

• Fault isolation: A fault or a security vulnerability in one
separationkernel stays localizedandcannotbespread toothers.
The definition of a TEE relies on the assumption of trust, typi-

cally both static and dynamic trust. Static trust is a comprehensive
security evaluation based on security requirements carried out
only once before deployment. Meanwhile, dynamic trust is based
onanimmutable trustanchorknownastherootof trust (RoT).RoT
can be a secure hardware key in a tamper-proof chip. RoT is re-
sponsible for measuring the changing system states (e.g., loading
a kernel module) and is carried out through the system lifecycle.

In summary, a TEE ensures the following:
1) Security in execution: The integrity and confidentiality of the

data and program remain protected from the attacker. There
could be a bootstrapping mechanism, such as a measured
boot, to ensure that the TEE has been initialized properly or
the correct CPU firmware is present.

2) Security in transit: Communication between enclaves or
between enclave and untrusted environment is mediated.
This also includes secure IO paths, such as communication
with peripheral devices.

3) Security in storage: Secure storage is necessary to ensure
that the integrity and confidentiality of the data or keys are
protected while at rest. This also includes rollback prevention.

C. Threat Model
Enclave codes running on CPU cores and DSAs are trusted to

run a job. Co-located enclaves from different tenants are mutually
distrusting. The CSP deploys all the nodes in the data center. We
trust the hardware manufacturer for TEE nodes. These nodes
have a hardware root of trust for generating correct attestation
reports and securing keys. We assume an up-to-date revocation
list is available to determine if an attestation report is from a
revokednode.Afterverifying its integrity,wealso trust thenode’s
TEEs software TCB (e.g., VMPL0 in AMD SEV), including the
firmware. We assume that host OS, hypervisors, CSP-MP, and
co-located tenants are malicious. We assume a physical attacker
that controls all nodes (including the BIOS and chipset), can plug
in and out malicious nodes and network devices (e.g., switches,
routers, network interconnects, etc.), and can probe the bus and
manipulate all network traffic, therefore, rendering PCIe link en-
cryptionanddevicecertificationmechanisms[36]untrustworthy.
Finally, we leave Iago [37], side-channels, hardware trojans, and
denial-of-service out of scope for this paper.

D. Gap in Prior Works
To the best of our knowledge, HETEE [22] is the only

proposal that addresses rack-scale confidential computing

infrastructure. Despite addressing similar problem space, there
are key fundamental points that set us apart from HETTE. In
HETEE, the proxy node OS is reloaded before starting the next
job to ensure the node is secure. Furthermore, the boot ROM
chip on the proxy node is removed and replaced with the PCB
traces connected to the SC. This enables the SC to monitor the
secure boot process in the node. The secure boot only ensures the
proxy node can be loaded with the signed OS image. However,
it does not ensure that the OS has no existing vulnerabilities.
Therefore, to ensure the job is isolated on the proxy, one must
trust that the proxy node OS will behave correctly, i.e., the OS
in the TCB. Contrary to this, our design excludes the OS and
hypervisor from the TCB as we do not allow any CPU (and,
therefore, any OS) as a non-TEE node connected to our SC.
A proxy node and corresponding GPU are explicitly allocated
for a single tenant. Therefore, no multi-tenancy is possible. As
the accelerator is physically attached to the proxy node (i.e.,
the node with the CPU that is the primary controller of the
accelerator) behind the SC, there is no way to assign multiple
accelerators to that proxy node dynamically. For example, a host
cannot be assigned to a different accelerator without completely
switching to its corresponding proxy node. In HETEE, the SC
is always on the data path, whereas our design only uses SC
on the data path between the TEE and non-TEE nodes. This
has a performance implication for HETEE (e.g., GoogleNet in
HETEE has over 2× overhead). Moreover, HETEE modifies
the software stack. A special program has to perform code
and data handover between the server node and proxy node
via the SC. This makes HETEE impractical for real-world
deployment. We demonstrate unmodified workloads running on
our proposed system with low overhead (Sec. VI). Additionally,
we discuss other drawbacks of HETEE in Section Sec. III-A,
where we explore several potential design choices to contrast
distributed enclaves in data centers involving TEE and non-TEE
nodes. Other proposals [19, 20, 21] extend CPU-TEE protection
by leveraging MMU to protect MMIO devices and perform
bus-level isolation since devices are physically connected to a
TEE host. However, these do not address the challenges of setting
up data center-scale infrastructure with TEE and legacy devices.

III. Distributed TEE Design Space Exploration

We first look at potential design options and draw insights
from our observations of the design space exploration.

A. Potential Designs

We explore several potential ways to design a cloud-scale
trusted computing infrastructure. A high-level overview of five
such designs (𝑆0−4) can be seen in Fig. 2. Security controller
(SC) is a part of some of these designs that enforce access control
on data between nodes and remote users. SC can be a dedicated
hardware module that can be implemented in many ways. We
discuss one such design in Sec. IV. In the following section,
we explore the constructions of these designs, their security
properties, and their advantages and disadvantages.
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Fig. 2: Cloud-scale heterogeneous TEE designs. The figure shows five potential design choices: 𝑆0,𝑆1,𝑆2,𝑆3, and 𝑆4 to construct a distributed
TEE with TEE and non-TEE nodes across multiple racks (three in this figure where 𝑆𝐶𝐴,𝑆𝐶𝐵,and 𝑆𝐶𝐶 are located) in a data center. Every rack
has its corresponding security controller (SC) that manages the compute nodes in that rack. Cross-SC communication channels facilitate resource
allocation across racks for higher scalability. In our design (𝑆4), we assume the racks may not be physically co-located in the same data center. Our
design is agnostic of the communication channel (e.g., Ethernet, InfiniBand) between the SCs across multiple data centers.

1) 𝑆0: Centralized SC connected to nodes managing
devices: In this scenario, the user themselves or via some
untrusted server can connect to a rack-level SC. The SC transfers
the encrypted workload to a CPU node that manages devices.
In this case, the tenant fully occupies nodes behind the SC. The
SC can only connect to a limited number of CPU nodes, as it
intercepts and executes cryptographic operations on all packets
to and from the user. HETEE [22] follows such a design principle
where all the nodes behind SC are connected physically and
located in a single container with PCIe switches. The SC executes
remote attestation of the trusted CPU nodes known as proxy
nodes. In secure mode, the SC transfers the encrypted workloads
(GPU kernels and data) from the untrusted server to the proxy
nodes. Proxy nodes then deploy the kernels to their connected
GPUs. After computation, proxy nodes send the results to the
SC. The SC encrypts the results and sends them to the untrusted
server. In insure mode, the SC allows the untrusted servers to
connect directly to the GPUs for performance improvements.

This design does not provide multi-tenancy or virtualization
of devices as the nodes are assigned exclusively to a single tenant.
Scaling is challenging as the SC only connects to a limited
number of nodes inside a rack. It is also not possible to connect
to other racks or nodes of other SCs. HETEE [22] proposes the
nodes (host or proxy node and associated GPUs) behind the
SC to be enclosed inside a physically hardened case that can
prevent physical attackers. Provisioning the GPUs outside the
proxy node is possible. However, such a mechanism requires all
the security mechanisms to be revoked. Such design decisions
and attacker models are impractical, and their limitations make
it infeasible for multi-tenant data centers.

2) 𝑆1: Centralized SC connected to nodes with no TEE:
Here, the SC directly connects and manages all the nodes.
This mitigates some of the disadvantages of 𝑆0: a host CPU
can connect to any device, and we can support node-level
virtualization. However, as the nodes do not support TEE, the
devices must be owned exclusively by one tenant, as there is no
memory isolation inside a node. All the setup and access control
is enforced by the SC, which enforces bus-level filtering so that
a tenant cannot access the devices of other tenants.

However, in thisdesign, theSCinterceptsall the trafficfromthe
user and between the nodes. Making them a single point of failure
and hard to scale. The nodes still need to support some form of
identification and secure boot to ensure their integrity. Such a
design also does not allow the multi-tenancy we want to achieve.

3) 𝑆2: Semi-centralized SC with TEEs: Here, we consider
a setting where some devices can support TEE while the rest
do not. TEE nodes support memory isolation, attestation, and
sealing on the TEE nodes. The SC is still in charge of managing
the devices and communicating with the user. The attestation
mechanism to verify the integrity of nodes and enclaves can be
offloaded to the trusted SC.

This design solves many of the drawbacks of both 𝑆1 and 𝑆2.
Specifically, it allows tenants to be securely isolated on devices
that support TEE. SC uses bus filtering for the TEE-less nodes.
However, SC still handles the data between the user and the host
enclaves. End-to-end authenticated encrypted channel between
the nodes’ software eliminates the need to trust SC.

4) 𝑆3: Decentralized TEEs: This design eliminates the need
for an SC by requiring that all nodes support some hardware
TEE features, such as secure boot, attestation, and memory
isolation. Such nodes enable fully decentralized TEE where the
confidential VMs on the nodes set up the channels between the
nodes (by setting up MMIO and DMA channels). The user can
directly communicate with the node without needing the SC,
eliminating potential bottlenecks. Such a decentralized design
also allows the TEE nodes to be virtualized and assigned to any
host node. TEE on individual nodes will allow the CSP and all
the software stacks to be attacker-controlled.

This TEE design has the most security and scalability advan-
tages compared to the previous three designs and is suitable for
modern multi-tenant data centers. However, such a design has a
strongrequirement:hardwareTEEfeatures inall thenodes,which
may seem infeasible for many devices, including legacy DSAs.

5) 𝑆4: Hybrid Decentralized TEEs: Given the strong
requirements of 𝑆3, we can now design a hybrid model of 𝑆2
and 𝑆3. The hybrid design accommodates new and upcoming
TEE-capable DSAs as well as legacy DSAs and other devices
without hardware TEE capability. The TEE-capable devices
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can be completely decentralized as 𝑆3. Therefore, the enclaves
deployed there can leverage virtualization and scale across many
racks. The SC allocates the isolated multi-tenant units on the
nodes to different tenants who can communicate with these
units without going through the SC. Moreover, we can also
allocate TEE-less devices. As these devices do not have any
isolation or attestation capability, the enclave on the TEE node
communicates through the SC, which provides bus filtering for
the TEE-less nodes. These devices can be connected physically
with the SC. SC acts as the security monitor, communicating the
TEE needs over a secure channel and filtering the traffic to the
non-TEE nodes based on access policies.

B. Observations
Out of the five design decisions we discussed in the previous

section, we chose the last design, 𝑆4, as it provides the most
security and functionality suitable for a multi-tenant cloud. Next,
we point out our observations alongside the requirements for the
nodes necessary for such a design choice.
→ Observation 1: Modern DSAs are highly configurable, i.e.,
the CSP or hypervisor can push configuration to the DSAs’
firmware. E.g., the MIG partition on NVIDIA A100 [38] allows
reconfiguration (partition size, GPU pass-through, containers),
reconfigurable cache [8] can change caches from private to
shared, etc. Therefore, monitoring data on the bus is insufficient
to determine the local node’s configuration state.

→ Requirement 1: A secure/measured boot ensures the
firmware and device configuration are correct. As attacker-
controlled OS/hypervisors can reconfigure a device or flash its
firmware, it is crucial to ensure that the device is initialized from
a safe state. This observation applies to both TEE and non-TEE-
capable devices, as either the user or the SC needs to ensure that
the integrity of the device firmware is maintained before secret
provisioning and does not change later.
→ Observation 2: Centralized SC is unaware of the DSAs’
execution due to their asynchronous nature. Therefore, any
misbehaving program on a DSA can manipulate or access the
data of other tenants if the DSA does not implement its own
memory isolation mechanism.

→ Requirement 2: Attestation ensures that the DSAs are run-
ning the proper code (also known as the device kernels). Runtime
isolation ensures that the attacker cannot access the memory
of other processes. Trusted path ensures the communication
channel between the host and the device is protected, i.e., the
attacker cannot manipulate the data on the bus. Sealing ensures
that the integrity and confidentiality of the data on persistent
storage (i.e., an SSD) is protected from the attacker.
→Observation 3: Non-TEE nodes do not support isolated multi-
tenancy without a hypervisor. Therefore, one user must have ex-
clusive access to a non-TEE node behind SC. Moreover, the non-
TEEnodesdonot support encryption toprotect thedataon thefly.

→ Requirement 3: SC must ensure a unique binding from a
TEE node to a set of non-TEE nodes connected to the SC. After
the non-TEE nodes are allocated, no new tenant can be assigned
to them without securely resetting the non-TEE nodes. The SC
must act as the encryption proxy between the TEE and non-TEE

TABLE I: Distributed TEE challenges listed in Sec. III-D and how they
are addressed in our design described in Sec. IV.

Distributed TEE challenges Mitigation mechanisms

Malicious reconfiguration SC + DSA Attestation (Sec. IV-C)
Persistent safe-state Exclusive control plane access (Sec. IV-B)
Bypassing SC Interception of all traffic in SC (Sec. IV-B)
Physical attacker Encrypted traffic (Sec. IV-B1)
Scale-out our scaling evaluation (Tables IV and V)

nodes to ensure that all the data coming and leaving the non-TEE
nodes are authenticated and encrypted.

From these observations, we conclude that to fully integrate
TEE and non-TEE nodes into modern data centers, we need to
carefully design the SC, the communication, and the attestation
protocol to ensure strict security.

C. Overview of Hybrid Architecture (𝑆4) in Data Centers
In this section, we briefly overview our proposal, which adopts

𝑆4 and realizes distributed heterogeneous enclaves running on
CPUs, TEE-capable DSAs, and non-TEE devices. Our proposed
system is built on top of existing data center architecture by keep-
ing the cloud service provider’s management plane (CSP-MP)
unchanged. We assume that MP, software stack (OS, hypervisors,
otherapplications), anddatacenter infrastructure (NIC,switches,
interfaces) are attacker-controlled. The CSP-MP is responsible
for resource allocation/deallocation, load balancing, workload
deployment, scaling,management,etc.Allnodeshaveahardware
root-of-trust that can bootstrap the node securely. For TEE-
capable devices, this root of trust is used for remote attestation
to ensure the integrity of the firmware and the enclaves before
the remote users provision secrets to the enclaves. On the TEE-
capable nodes, the security monitor or SM, a high-privileged
trusted entity on the device, enforces certain security proprieties,
isolation, and attestation of enclaves. Therefore, the TEE-capable
nodes support multi-tenancy as these nodes can accommodate
multiple mutually distrusting enclaves. For non-TEE devices,
we need additional trusted hardware in the rack, such as a
security controller (SC). The SC is a low-TCB hardened trusted
entity that can be verified and mediates the trusted path from
a tenant to a device. Enclaves come with a manifest describing
the devices’ allocation strategy along with the required security
properties. Once the resources (TEE and non-TEE) are allocated,
the hypervisors are made aware of such a device by setting up
MMIO and DMA regions. The trusted path from the remote
verifier to the nodes are established in hierarchical way. The
remoteverifierfirst establishesakeywith theCPUTEEbyremote
attestation, then the CPU establishes secure channels to the
associated TEE-capable DSAs. This ensures that all MMIO and
DMA transactions are confidentiality and integrity-protected.

D. Challenges
Although the potential design 𝑆4 seems intuitively optimal,

careful security considerations are still required. While moni-
toring data on the bus and secure communication between nodes
are necessary, they are insufficient to determine the local node’s
configuration state. We list five challenges that we must address
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TABLE II: Security properties and mechanisms to address them.

Security properties Mechanisms

Identity & Attestation SC, CPU and DSA HW-root-of-trust
Secure network path and bus Authenticated encryption
Host memory protection Memory encryption and integrity [39, 40]
DSA memory protection 3D-stacked memory [41, 42], encryption [43, 44, 45]
Tampering SC & non-TEE nodes Tamper-detecting MCUs [46, 47]

for a datacenter-scale distributed TEE. A summary of these
challenges and references to their solutions are listed in Table I.
(1) Malicious reconfiguration: Modern DSAs are highly
configurable: the CSP/hypervisor can configure the DSAs’
firmware. The hypervisors allow pass-through access to DSAs
and can reconfigure their partition size [8], e.g., GPU partitions
(MIG) [38] on NVIDIA A100 and H100.
(2) Persistent safe-state: Correct firmware and configurations
during boot-up do not prevent malicious OS/hypervisors from re-
configuringanodeorflashing itsfirmware later.So,bothTEEand
non-TEE DSAs must be initialized from a safe state and stay in a
safe state. Thus, the user or the SC must ensure the node firmware
integrity is maintained before and after secret provisioning.
(3) Bypassing SC: The SC is unaware of the DSAs’ execution
due to their asynchronous nature. Therefore, malicious devices
can attempt to bypass the SC and directly access other tenants’
data. Thus, the TEEs or the SC must mediate all communications
between nodes.
(4) Physical attacker: We must protect the SC, TEE, non-TEE
nodes, and all the communication channels from a physical
adversary.
(5) Scale-out: The ability to scale out must not compromise
security guarantees. For example, if the workload requires
multiple AI accelerators, our proposed design should provide an
easy avenue for scaling.

E. Insights

Measured boot ensures firmware and configuration integrity,
which the SC must verify and communicate to the user prior
to secret provisioning. Remote attestation ensures that the
DSAs are running the correct user-provided kernels. TEE-level
isolation ensures that an attacker cannot access other tenants’
memories on the same node. For non-TEE nodes, the SC is
aware of tenants’ resource allocations. At runtime, SC ensures
tenant isolation by performing bus-level access control to
verify if the accessor is authorized to access the resource. The
communication channel between the nodes is secure, preventing
attackers from manipulating data on the bus.
Physical Attacker. We assume a malicious CSP with full
physical access to all the nodes and data center infrastructure.
Therefore, we require protection against a physical attacker to
ensure that the attacker-controlled CPS can not compromise
the integrity and confidentiality of data and programs. The
individual components, such as the CPU, DSA, SC, and the
communication channel between them, must provide physical
attack protection. Table II provides a set of desired security
properties and the corresponding mechanisms.

(1) CPU. Existing systems such as memory encryption and
integrity protection defend against physical attackers.
(2) DSA. Integrated memory in the DSA-SoC makes physical
attack difficult. For off-core memory, memory encryption and
integrity protection on DSAs can thwart physical attackers.
(3) Non-TEE nodes. The absence of the above mechanisms
makes protecting non-TEE nodes challenging. The SC and non-
TEE nodes are secured in a physical container with commercially
available MCUs that detect physical tampering through pressure
and vibration sensors [46, 47, 48, 49]. Such a mechanism is used
by HETEE[22] and is suitable for our rack topology.
(4) Communication channel. Authenticated-encrypted (AES-
GCM) channels between TEE/non-TEE nodes and SCs prevent
physical attackers as long as the communication endpoints are
inside the CPU-enclave, DSA-enclave, or SC.

IV. Security Controller (SC)
Our design secures both TEE and non-TEE nodes. The user is

requiredtoallocateat least oneCPU-TEEnode.This isnecessary
as our design requires one primary CPU node where the end-
user deploys their job and runs the primary workload software
stack, such as PyTorch for AI/ML. This ensures that an attacker-
controlled OS/hypervisor on the TEE node cannot compromise
the security of the distributed enclave. It is also required that
the non-TEE nodes are not multi-tenant as they lack isolation
primitives within that node. Resource allocation (such as mem-
ory, storage capacity, number of computation cores, etc.) is static
and is decided during the enclave setup. DSAs execute programs,
knownaskernels thathavepredeterminedmemoryallocationand
do not allow new memory allocation (e.g.,malloc) while inside
the kernel. The user can define the size for storage or memory
based on the workload requirements. Throughout this paper, we
use the term enclave to define isolated environments either on
CPU (isolated programs or confidential VM) or DSAs that cannot
be manipulated from attacker-controlled software stack such as
OS or hypervisor. Therefore, a programmer statically defines the
memory sizes of each remote enclave in the job manifest.
Setup. The user submits the number, size, and type of each
enclave and non-TEE node in a manifest file (Sec. IV-C), along
with the code to be executed on each enclave and non-TEE
node to the CSP-MP. The CSP-MP allocates the requested
resources and trusted hardware on the rack, sends challenges,
and collects attestation reports from them. The user gets a
combined attestation report with the nodes’ configurations.
After successful verification, the trusted hardware generates and
provisions an enclave-specific channel encryption key to start
the computation. In the following, we discuss how to compose a
rack with both non-TEE and TEE nodes and how to secure them.

A. SC Architecture
SC is a dedicated hardware module that is part of every rack,

connected toall thenodes,andplaced inacontaineralongwith the
non-TEE nodes connected via PCIe. The container is equipped
with physical tamper-detecting micro-controller units (MCUs) to
prevent the physical attacker from accessing the non-TEE nodes.
SC has a hardware root-of-trust capable of performing memory
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Fig. 3: A high-level architecture of the SC along with the non-TEE
nodes (𝑁𝑖) and TEE nodes (𝐸𝑁𝐶𝑖). The SC and the non-TEE nodes are
located in a tamper-detecting container with the help of a specialized
microcontroller unit (MCU) [46, 47]. The enclave routing table (ERT)
stores the key and corresponding nodes related to a distributed enclave
workload. All these nodes and the SC container are located in a single
data center rack. The figure also shows the communication link between
two SCs, 𝑆𝐶1 and 𝑆𝐶2, which could be co-located in the same data center
or across separate geographical locations.

isolation for itself. The SC’s logic is implemented purely in the
hardware (bare-metal) and acts as the TEE proxy for the non-TEE
nodes and provides TEE properties such as isolation and a trusted
path for them. It also ensures that a non-TEE node is allocated to
a single tenant and is not shared with any other tenant or entity
(e.g., CSP). The SC performs authenticated encryption for all
communication between TEE and non-TEE memory using the
shared secret (K) provisioned during the initial attestation. For
communication between non-TEE nodes, the SC does not per-
formauthenticatedencryption; instead, itenforcesaccesscontrol.
The SC checks if a transaction’s source and destination belong to
the same job and, if so, allows it; otherwise, it blocks it. The SC
has two sides for interacting with the nodes in the data center. The
encrypted side is interfaced with the outside world (i.e., the TEE
nodesandSCsinotherracks).Theplaintextsideis interfacedwith
the local non-TEE nodes confined within the tamper-proof con-
tainer. Both sides have DRAM buffers that are DMA mappable
to either TEE or non-TEE nodes to communicate with the SC.
At start-up, the SC first resets the non-TEE nodes to its
factory configuration and creates locally unique identities (e.g.,
unforgeable PCIe physical ids) for them. The SC maintains input
and output buffers for the non-TEE nodes. Since the data in these
buffers are in plain text, the SC enforces isolated access to them.
SC allocates non-overlapping regions of the buffers to individual
non-TEE nodes, as shown in Fig. 3. This ensures that non-TEE
nodes cannot access each other’s plaintext data. To enforce access
control between non-TEE nodes, the SC maintains a special data
structure called an Enclave Routing Table (ERT). The ERT
keeps track of the nodes that are part of the same job. The SC adds
entries to the ERT when one of the non-TEE nodes is allocated
as part of a new job; the SC deletes the entry when either the job
is completed or the CPU-enclave is disconnected or timed out.

B. Enforcing TEE Primitives
1) Setting up and reserving non-TEE nodes: The user of the

distributed enclave submits an enclave manifest that describes

the TEE and non-TEE resource requirements to the CSP-MP. An
example enclave manifest is depicted in Fig. 4. As mentioned
earlier, a job manifest must include a CPU-TEE node where all
the primary software stacks (PyTorch, TensorFlow, Redis client,
Database client, etc.) reside. In our design, such a CPU-TEE
node could be a SEV-SNP-capable AMD CPU that can create
confidential VMs. When CSP-MP allocates non-TEE nodes for a
job, the SC first verifies if the nodes are unallocated by checking
the ERT. If the nodes are available, the SC participates in the
remote attestation process for the job. We describe the remote at-
testation process in detail in Sec. IV-C. On successful attestation,
it programs a job-specific secret key K to the specific row of the
ERT, as can be seen in Fig. 3 that shows two jobs with shared keys
𝐾1, and𝐾2. After the remote attestation process, the CSP-MP can
no longer tamper with the configuration of a distributed enclave.
Thesesharedsymmetrickeysareused toencryptandauthenticate
(AES-GCM) all data between the SC and CPU-enclave. Such a
setup mechanism ensures that scaling out the number of DSAs
is independent of the host CPU. Therefore, our proposal can
accommodate an increasing number of devices behind SC as
long as the primary CPU-TEE can dispatch tasks to them.

2) Runtime integrity violation: The tamper-detecting MCU
continuously monitors the physical integrity of the SC enclosure.
The SC and all TEE nodes are reset upon detecting any violation,
and any potential leakage is prevented. The SC is physically con-
nected to the MCU and is part of the remote attestation for a job.

3) Communication: TEE and Non-TEE node: The SC
provides staging buffers (incoming and outgoing buffers) where
data can be encrypted and decrypted. For any data leaving the SC,
the nodes move it to the SC’s buffer, where it is encrypted with
the destination’s key before being sent out. Similarly, any data
entering the SC (i.e., to one of the non-TEE nodes) arrives in the
node’s memory mapped in the SC, where it is decrypted with the
destination key. Fig. 3 shows the details of this mechanism. Every
message that arrives at the encrypted side (incoming buffer)
contains the data, source, and destination node ID. The messages
areencryptedandauthenticatedandcanbedecryptedandverified
by the shared key in the ERT. The connection between the TEE
nodes and the SC can be over PCI Express or Ethernet (e.g.,
RDMA over Converged Ethernet - RoCE). For both, we encrypt
all the packets with the shared key between the CPU-enclave
and SC established during the initial remote attestation. We
assume the primary workload software stack, such as PyTorch
for AI or the Redis client for in-memory databases, runs on the
CPU-enclave (such as an AMD SEV-SNP confidential-VM).

Typically, the DSAs are memory mapped, i.e., the virtual
address space of the DSA memory is mapped to the host memory
address space. In this way, the host CPU can access the DSA
memory as if it is part of its own memory. From the TEE node
to a non-TEE DSA node behind the SC, the communication
goes through the SC and gets decrypted or encrypted based
on the direction of the communication. A small change in the
device driver is required to ensure that all the DMA messages
are intercepted and copied to the SC’s incoming buffer when
a CPU-TEE sends data to a non-TEE DSA over SC. Similarly,
the SC’s outgoing buffer is mapped to the CPU-TEE’s memory,
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where the enclave on the CPU node can access the encrypted data.
As a demonstration, we have three use cases to show the

feasibilityofcommunicationover theSC:accessinglargestorage,
in-memory databases, and AI. We provide more details of our
experimental set-up in Sec. VI-C. The CPU-TEE communicates
withtheSSDandNPU(AIaccelerator)over theSCforstorageand
AI use cases. SSD storage address paces and NPU memory space
are DMA mapped to the SC’s incoming and outgoing buffer at the
plan text side (refer to Fig. 3). The SC’s incoming and outgoing
buffers on the encrypted side are mapped to the CPU-TEE. The
SEV-VM copies the data (either file system data for storage
workload or tensor/AI model for AI workload) to the incoming
buffer on the SC’s encrypted side, which is then decrypted by the
SC and placed on the incoming buffer on the SC’s plain text side.
Similarly, the data from the DSA is copied to the out buffer on
SC’s plain text side, which is then encrypted and placed in the out
buffer on SC’s encrypted side, which is mapped to the CPU-TEE.

4) Communication: Non-TEE nodes behind SC: Unlike
the communication between the TEE nodes, where the SC uses
encryption to isolate traffic from the cloud provider, the SC uses
the ERT to enforce the access control between the non-TEE
nodes. The nodes communicate using the SC as an intermediary
for performing data copies via an isolated staging buffer in the
SC, where the non-overlapped part of the buffer is DMA mapped
to the nodes. If the non-TEE nodes are allocated to the same
enclave manifest, they share the same rows in the ERT. The ERT
entries ensure that only the nodes of the same job (e.g.,𝑁1 and𝑁2
in Fig. 3) can set up shared DMA buffers on SC. Once configured,
the nodes can communicate over the shared DMA region.

5) Communication: Non-TEE nodes behind different SCs:
If a job requires nodes distributed across multiple SCs, the local
SC communicates with a remote SC over a secure channel using
the job-specific key K to encrypt and decrypt the data. This is
feasible since both SCs receive K during the setup and have
valid ERT entries. Keeping a single key for the local and remote
SC ensures that data encryption and decryption occur only once
while communicating between a TEE and a non-TEE node. The
local SC forwards all the encrypted data from the TEE node to
the remote SC, where it is decrypted. Similarly, the data from a
non-TEE node gets encrypted by the remote SC and forwarded
to the TEE node via the local SC. Note that SCs do not have to
synchronize ERT entries or key material.

However, the key difference is communicating between two
non-TEEnodesacross twodifferentSCs.Typically, thecommuni-
cation between two non-TEE nodes behind the same SC does not
involve any cryptographic operation, only access control. How-
ever, in this case, the data from a non-TEE node will be encrypted
and authenticated before sending it to the remote SC, as the
maliciousCSPcanobserveandmanipulate thedatabetweenSCs.

6) Releasing node: To terminate a job, the tenant’s primary
CPU enclave sends a termination command to the SC. The SC
power resets the non-TEE nodes in that specific job and removes
the mapping from ERT. Once reset, the SC notifies the CSP-MP
that the node is available for future allocations.

7) Connecting TEE nodes: Unlike non-TEE nodes, TEE
nodes do not depend on an SC as the local SM sets up the

{ "Job": "J1", "Version": "X.YZ",
"Public Key": 0x12ff..,
"TEE-Resource":[

{"Type": "CPU", "Cores": 4, "Memory": "64G"},
{"Type": "NPU", "Cores": 8, "Memory": "32G"}]

"Non-TEE-Resource":[
{"Type": "SSD", "Capacity": "2T"}]

Fig. 4: Example manifest file where the distributed enclave developer
specifies the number, size, and type of resource requirement for both
TEE and non-TEE nodes.

enclaves for tenants, and on-device TEE primitives ensure
that the enclaves on the same node cannot access each other’s
memory. We use the hardware root of trust and remote attestation
of the TEE nodes to ensure that such isolation is trustworthy.
Globally, we use authenticated encryption to protect data leaving
the enclave as shown in previous work [11]. Two CPU enclaves
can communicate by establishing a key by mutual remote
attestation and using this key to encrypt and authenticate all
data. Such communication can be done over the socket interface.
Communication between a CPU enclave and a DSA enclave
can be achieved by existing approaches such as GPU [11, 50],
NPU [51], FPGA [14], etc, with different confidential VM such
as AMD SEV [32], ARM CCA [52, 53], Intel TDX [29].

C. Remote Attestation
Enclaves distributed over TEE and SC-backed non-TEE nodes

require distributed attestation. Therefore, we ensure that the indi-
vidualattestation reports fromthenodes (codeandconfiguration)
and the combination of attestation reports are correct.

1) Enclave Manifest: A manifest in Figure 4 describes a user
job where the developer specifies the number, size, and type
of each CPU/DSA enclave and non-TEE node alongside the
code to be executed on each enclave and non-TEE node. In the
example manifest (Figure 4), the developer allocates both TEE
and non-TEE nodes. The CPU and neural processing unit (NPU)
are TEE-capable devices, whereas the SSD is non-TEE. For all
these resources, the developer also specifies the amount of cores,
memory, or capacity requirements. The remote verifier uses the
manifest to verify the combined attestation report, which ensures
that the allocations of the enclaves and non-TEE node are correct.

2) Attestation Process: The SC initiates the remote
attestation. Given an enclave manifest, the SC first gets an
allocation of the resources (physical nodes) from the CSP-
MP. Then SC produces the attestation report for the CPU,
DSA enclaves, and non-TEE nodes as follows:
SC Attestation. The SC generates a measurement of its firmware
and version number signed with its root key to show the SC’s
authenticity. If the job requires non-TEE nodes across different
racks, the primary SC performs the attestation by communicating
with the SCs in each racks and performing mutual attestation.
Thus, the primary SC can gather the attestation report of the
nodes from other racks from the corresponding rack SC.
CPU-enclave Attestation. The SC uses the existing attestation
mechanism supported on the CPU to collect the enclave
attestation reports.
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DSA-enclave Configuration Attestation. Each DSA has
hardware support for generating an attestation report that
includes configuration information and signing it with its root
key. The SC simply collects the attestation reports.
Attestation of non-TEE Nodes. The attestation process
involves resetting the non-TEE nodes to factory configurations
and destroying any configurations from the previous tenant.
Since non-TEE nodes do not have hardware support for this, the
SC power-resets the device over a physical interface, forcing it to
load factory configurations and firmware. The MCU responsible
for detecting physical tampering [47] of the SC and non-TEE
nodes, provides proof of the MCU secure boot and continuous
monitoring of the physical tampering [46, 54]. The SC appends
this proof to the combined attestation report for the job.
End to End Attestation flow. After receiving the enclave man-
ifest from the user, the SC communicates with the corresponding
CPU and DSA enclaves as described above and collects the
attestation reports—therefore solving the attestation challenge
of aggregating distributed attestation reports. The SC then sends
the aggregate report to the remote verifier. The verifier checks
the verification report of the primary SC to ensure that it is
communicating with a genuine SC. Only then does the verifier
check individual reports using hardware-specific attestation
verification and ensure that the provisioning was done according
to the manifest. Then, the verifier and the SC set up a shared key
(K) over a secure channel. Finally, the SC populates the ERT
entry with the shared key and communicates it to the TEE nodes
over a secure channel based on individual attestation reports.

D. Resource Allocation Strategy
We only expect the enclave resources to be static, typically

for larger workloads in the cloud (e.g., an AWS F1 instance
has 1 VM and 1 FPGA). This is also reflected in the enclave
manifest (Fig. 4) that dictates the resource requirement of the
distributed enclave. Our current design allows the cloud provider
to manage dynamic resource management for non-enclave nodes
not committed to the enclave. We can add support for dynamic
scaling of enclave resources (e.g., attaching a new GPU); this
will require a new attestation, after which we can update the ERT.

V. Security Analysis
We analyze the security of our design in the presence of

different adversary capabilities.

A. Attack from Untrusted CSP-MP
CSP-MP can violate the job manifest by allocating the

wrong enclaves and non-TEE nodes, potentially with outdated
and possibly compromised firmware. The remote verifier will
detect such violations via the attestation report from enclaves.
TEE nodes’ local memory isolation prevents the CSP-MP or
hypervisor from accessing/modifying the enclave’s private
memory. Authenticated encryption of data leaving a trusted
enclave prevents compromised physical devices, e.g., switches
added by CSP-MP, from intercepting traffic, triggering rogue
DMA/RDMA, and injecting interrupts into nodes. Enclaves’
local SMs prevent CSP-MP from allocating the same enclave to

two different tenants or jobs. The SC locks a non-TEE node to a
job (using the ERT) during the remote attestation. Authenticated
encryptionofdatabetweenSCacrossdifferent racksalsoprevents
malicious CSP from accessing and/or manipulating the data.

B. Malicious Configurations
Untrusted hypervisors or CSP-MP can push malicious

configurations to only the TEE nodes, where the remote verifier
can verify the nodes’ SM configurations and their integrity via the
attestation report. For non-TEE nodes, the SC resets them to their
safe factory configuration before allocating them to an enclave.

C. Attacks via Non-TEE Nodes
All the access from the non-TEE node goes through SC’s

ERT to prevent a malicious non-TEE node from accessing
SC’s buffer and reading other nodes’ plain text data. ERT also
prevents non-TEE nodes from communicating with each other
(over MMIO/DMA) unless the enclave manifest explicitly
allows communication. ERT stores all keys used to encrypt
data leaving the non-TEE nodes. Malicious non-TEE nodes
cannot read out the ERT, tamper with the ERT, or compromise
the SC’s execution as SC is isolated and inaccessible to all
other entities. The non-TEE nodes can try to send malicious
MMIO/DMA requests to non-TEE nodes behind other SCs or
other TEE enclaves. This does not compromise confidentiality
and integrity, as all data is protected with AES-GCM.

D. Physical Attacker
The tamper-resilient MCU on the SC container prevents the

attacker from probing non-TEE nodes; communications between
non-TEE nodes and the SC never leave the SC boundary. Power
resetting SC and non-TEE nodes will destroy their internal states
and not leak any data. The TEE node’s memory encryption
and integrity protection safeguard memory. A physical attacker
cannot see or modify authenticated-encrypted DMA data
between TEE nodes or messages between non-TEE nodes from
different SCs. The physical attacker cannot leak data from the
previous tenant by disconnecting TEE nodes from the SC and
allocating non-TEE nodes, as all data leaving the SC is protected
with authenticated encryption.

E. Security against Side-channels
Our solution does not prevent existing side channels, such as

theonepresent in theCPUorGPUmicro-architecture.Ourdesign
cannot prevent side channels from higher-level applications, e.g.,
secret-dependent communication between nodes. However, we
will emphasize that SC can be combined with existing side chan-
nel mitigation techniques to reduce the attack surface. Therefore,
addressing the side channels is out of the scope of this paper.

VI. Implementation and Evaluation
Evaluation Setup. Table III describes the hardware platforms,
OS, runtime, and drivers used in our evaluation. Our evaluation
has four components: the CPU TEE, the synthesized SC
hardware, an AI accelerator (NPU) that serves as a non-TEE
device, and cycle-accurate simulation of SSDs that serves as
both TEE and non-TEE nodes. In the following, we summarize
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TABLE III: Evaluation platforms used in our SC experiments.

Evaluation Hardware OS/RT/Driver

CPU TEE AMD CPU with SEV-SNP, 256GB DRAM Ubuntu 20.04 + KVM
SC 870MHz 28 nm CMOS ASIC -
AI acc Huawei Ascend 910A NPU, 32 core Ascend driver + runtime
SSD sim Intel CPU, 128 GB DRAM Ubuntu 20.04 + DRAMSim3

Area

0.46 mm2

Frequency

870 M𝐻𝑧

28 nm

Technology
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Fig. 5: Floor plan of the synthesized SC chiplet with ERT, SRAM block,
and the AES-GCM engine. The figure shows a high-level SC chip design
with individual SC chips connected over a fast optical bus. The bus also
connects the SC to the TEE and non-TEE nodes.

our implementation of the Security Controller and present our
evaluation findings.

A. Security Controller (SC) implementation
The SC prototype has two units: the control and the data plane.

The control plane is responsible for adding/removing nodes,
remote attestation of enclaves, and spawning VMs, and is imple-
mented on an FPGA using the Vitis cryptography library [55].
The data plane is responsible for data streams, cryptographic
operation, and access control (Fig. 3) and is implemented and
synthesizedasanASIC.Duetoperformancecriticality,weimple-
ment the SC chiplet data plane prototype in RTL (∼ 2.5 KLoC of
SystemVerilog code).We synthesizeour SystemVerilog RTLim-
plementationonahigh-k metalgate (HKMG)28 nmCMOStech-
nology, corresponding to a multi-VT standard cell library (supply
voltage of 0.8 V, estimated in typical-typical (TT) corner). Multi-
ple chiplets are connected over an optical demultiplexing-based
bus. We only synthesize the SC chiplet as the demultiplexer unit
on the bus is a complex analog IP, and an existing design has near-
zero demultiplexing latency (12.5 ps) [56]. Fig. 5 shows a synthe-
sizedSCprototypechiplet thatcomprisesoneAES-GCMengine,
64 KB (2× 32 KB for in and out buffer, ref Fig. 3) SRAM, and the
ERT. The ERT is a 256-bit wide hardware lookup table with 1024
node entries. Our prototype can be interfaced with the memory
controller and DMA engine to DMA data in and out of the SC.

B. SSD TEE Node
Simulator Base Model. The base SSD simulation is based on
SimpleSSD [57], a state-of-the-art cycle-accurate full-system
simulator that closely simulates commercial SATA and NVMe
SSDs. SimpleSSD provides two simulation modes: i) standalone
for quick prototyping on the SSD hardware and firmware model
and experimenting with trace-based workloads, and ii) full-
system simulation based on Gem5, a popular CPU micro-
architectural research platform. However, the latter is only used
for functional validation due to the slow (a few KIPS) simulation
rate. We evaluated the SSD workloads in the standalone mode

SC

1 VMSSD

TEE Non-TEE Secure channel

SC

VM
Redis Server 2

SC

VM SSD
AI Acc

3

Fig. 6: Three end-to-end workload evaluations with SC.

for performance and used the full-system simulation to ensure
that our modifications are valid and can boot Linux correctly.
SimpleSSD simulates all the IO and management operations and
provides a block storage device to boot Linux and execute IO op-
erations. It computes the timingofeach IOandmanagementoper-
ationseparatelybasedon the timingsof thememorychip (DRAM
and NAND flash) and ISA (CPI of the SSD controller core).
SSD Hardware Changes. To enable SSD-enclave, we
implement several hardware changes on the base model. An
SSD-enclave comprises a contiguous NAND physical address
range known as namespace and the isolated DRAM cache to
accelerate read-write operations. We implement a hardware
look-up table (LUT) that contains the mapping between the
namespace id, the associated CPU-enclave id, and the AES-
GCM key for authenticated encryption. This LUT can only be
accessed by the privileged SSD firmware where all the access
control logic is implemented. The access control unit (ACU) is a
hardware compactor module that checks the enclave or TEE VM
ID in the DMA transaction and checks it with the LUT entries.
Based on the comparison result, ACU permits or rejects DMA
operations. As all the hardware checks are done before the IO
operation hits the DRAM cache and all page translations, our
mechanism does not require any changes in the SSD controller;
therefore, the SSDs’ performance characteristics remain
unchanged. All the DMA transactions are encrypted/decrypted
by AES-GCM implemented on the SSD firmware. To implement
Remote attestation (RA), we use an off-the-shelf chip for secure
provisioning and measured boot. We store a root key in the RA
to emulate the manufacturer’s key provisioning. During startup,
the RA executes a measured boot of the SSD firmware image.
The measured boot results from the PCR banks are signed with
the root key and used as a measurement report.

C. Cloud-Centric Workload Design
We evaluate our design on three different workloads that we

design that are representative of cloud deployments.
Evaluation Workloads. We conduct three experiments with
real-world cloud-focused workloads using an AMD SEV VM as
the CPU enclave shown in Fig. 6. The SEV VM is the primary
host node that the remote user accesses (e.g., over ssh). These
three different workloads stress different devices and different
parts of the system, as described in the following:
① Storage intensive workload. The SEV VM accesses a file

system on a non-TEE SSD node behind SC. This emulates
storage-intensive workloads such as database accesses, reading
large model files from SSDs for AI/ML, etc.
② In-memory database workload. The SEV VM accesses a

Redis server, a large in-memory database server that serves read
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and update queries on in-memory objects. The Redis server is a
non-TEE x86 node behind the SC.
③ AI/ML workload. The SEV VM gets inference data from an

SSD that provides DMA encryption (via a hardware AES-GCM
engine that encrypts all DMA traffic between the host and the
SSD) and runs inference workload on a non-TEE NPU: Atlas 200
DK [58](2 core Ascend 310 SoC + ARMv8 host), behind SC.

Currently,directPCIedevices (AscendNPU)are incompatible
with AMD SEV VMs due to encrypted DMA addresses [59, 60]
that the devices are unable to access; however, SSDs are
compatible with VirtIO.
Evaluation Methodology. We run these three experiments as
the following:
① We use the FIO [61], a well-known Linux-based file bench-

mark. We evaluate with six FIO workloads (refer to Fig. 7) over
4K block size. FIO on the SEV VM produces two IO traces: sub-
mission and completion, which show when the IO commands are
submitted and completed. The submission traces are submitted to
the synthesized SC to account for the cost of AES-GCM and ac-
cess control check. The output traces from the SC are then used by
theSSDsimulator.Theresulting trace is thensentback to theSEV
VM via the SC, compared to the completion trace as the baseline.
② We use Yahoo! Cloud Serving Benchmark [62] to run Redis

on different database configurations (R: record size, and O: num-
ber of read/update operations). The Redis client running on an
AMD SEV VM generates the IO traces (database query and sub-
mission time),whicharefirst encryptedand thensent to theSCfor
decryption and access control check. Then, SC passes it to a Redis
server, and the resulting data is sent to the SEV-VM through SC.
③ The ImageNet data sets are read from our TEE-enabled SSD

simulator from the SEV VM and sent to a non-TEE Atlas 200
DK to run Resnet-34 and Resnet-50 behind SC. The inference
results are then sent back to the VM over SC. We use ResNet-34
and ResNet-50 with batch sizes 1 and 16.

D. SC’s Effect on Workloads

The synthesized SC prototype runs at 870 MHz, and its end-to-
end latency is 1.15 ns. A single SC chiplet transfers 16 Bytes/cy-
cles, giving it a practical throughput of 12.96 GB/s. For compari-
son, 100GbE Ethernet has a theoretical throughput of 12.5 GB/s.
SC Scaling Performance. Tables IV and V show the SC scaling
for real-world AI inference workloads running on Ascend nodes
and FIO benchmark on SSDs, respectively. For ResNet-34 with
batch size = 1, the AI core takes 1.24 ms/image and can be
saturated with a data rate of 133.88 MB/s from a CPU-enclave,
assuming an average 170 KB JPEG image in the ImageNet
dataset. Therefore, a single SC chiplet can handle concurrent 90
CPU-enclaves streaming image data. However, the number of
connected nodes is limited by the available PCIe lanes. Adding
jobs requires sending the pre-trained models to the NPU, which
is expensive but a one-time cost. A single SC chiplet can add
31.85 jobs/sec of VGG-16, the largest model we evaluated (380
MB), without any performance degradation. For SSDs, we ran
sequential and random read-write FIO benchmarks and observed
up to 117 concurrent Intel 535 SSDs.

TABLE IV: SC Scaling with AI workloads on Ascend 910 NPU.
Speed: single image inference time (ms) for a given batch size (B) and
resolution (Res), saturation size (S): data rate (MB/s) from a CPU-
enclave that saturates an AI core (using ImageNet dataset). Based on S,
we calculate the number of concurrent Ascend NPU nodes (N ) that a
single SC chiplet can serve.

AI models B/Res Speed/S N AI models B/Res Speed/S N

ResNet-34
1/224 1.24/133.88 90 RetinaNet 1/800 30.68/5.41 2236
8/224 6.13/215.6 56 VGG-16 1/300 6.63/25.04 483
16/224 11.82/224.72 53 UNet 1/572 23.48/7.07 171

ResNet-50
1/224 1.91/86.91 139

YOLOV3
1/256 3.75/11.27 273

8/224 10.87/122.18 99 1/416 7.71/21.53 562
16/224 24.67/107.67 112 8/256 19.45/68.28 177

TABLE V: SC Scaling with SSD workload for SSDs running FIO
benchmarks sequential read/write (S-RW), and random read/write (R-
RW) with speed (MB/s) and number of concurrent SSD nodes (N ).

SSD
S-RW R-RW

Speed N Speed N

Intel 700 400 G 362.75 33 335.1 36
Samsung Z-SSD 400G 394.00 30 383.6 31
Samsung 983DCT 1.92T 352.02 34 355.7 34
Samsung 850Pro 256G 286.48 42 279.8 43
Intel 535 240G 120.23 100 102.9 117
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Fig. 7: Overhead of end-to-end SC evaluations The figure shows the
overhead of three SC evaluations as depicted in Fig. 6.

Initialization and Attestation. We evaluate the attestation of
SC, TEE, and non-TEE nodes from the SC-FPGA prototype. The
CPU-enclave are implemented as secure-boot-capable Fedora
VMs running on KVM. Upon receiving an enclave manifest (in
a KVM dumpxml format) from the SC, the hypervisor on the
CPU node creates a new VM. After the confidential-VMs boot,
SC collects the signed secure boot traces (∼245 KB) from the
SW-TPM of the VMs and DSAs. For key exchange, the SC and
the nodes use the well-known SIGMA protocol [63].
End-to-end Workload Evaluation Results. The results are
shown in Fig. 7 for three end-to-end SC evaluations in Sec. VI-C.
① FIO Benchmark: In the file system experiment involving

the FIO bechmarking tool, for a single sequential read-write
and random read-write over 4K blocks, SC and AES-GCM in
the SEV VM introduce latency overheads of 1.84% and 1.94%,
respectively. However, IO requests are queued from the CPU
and dispatched in bursts and are 10.237 µs and 6.607 µs apart
for sequential and random read-write benchmarks. A single 4K
block incurs 3.585 µs latency at the SC for access control and
AES-GCM. Therefore, 8 IO requests (for a 32K SC buffer) can
be pipelined to a single SC chip to hide the latency completely.
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②Redis:Weevaluated theeffectofSConreadandupdatequery
latency in three sets of parameters. We use the default record
size, which is 1KB. We ensure that the number of operations
(O) is large enough, i.e., >10× the record size (R) to cover all
records. We use the default Zipfian distribution to generate the
IO requests. We observe that, on average, SC introduces 3.6%
and 4.37% overhead in the read and update query latency.
③ AI Workload: In the combined evaluation with TEE-enabled

SSD and non-TEE NPU, we use both devices without SC as the
baseline. Then, we calculate the additional latency introduced
by the TEE SSD, SEV VM’s AES-GCM, and SC’s operation.
Such a low overhead is expected, as the NPU’s inference time
is dominant. E.g., we observe a maximum of 5.3% overhead
for ResNet-34 with batch size 16, where the end-to-end timing
is dominated by the NPU (11.76 ms) compared to the SSD
(87.04µs) and SC (11.28µs).

VII. Related Work
Existing solutions [64, 65] deployed in production assume a

trustedCSPandonlyprotect against a softwareattackerexecuting
asamalicious tenant. Incontrast,wefocusonastrongeradversary
model: an untrusted CSP and a physical attacker.
Device TEEs. Prior works that enable TEEs on DSAs such as
GPU [11, 66, 50, 67, 68], FPGA [14, 69, 70, 71], NPU [72], and
in-storage execution [13] focus solely on creating enclaves on the
DSAs isolated from the untrusted software. Some DSA-TEEs
additionally protect against a physical adversary. The DSAs
are connected to a single physical host that may be TEE-
capable. The only known commercially available DSA-TEE is
NVIDIA’s H100 [12], which enables in-GPU isolated instances
(MIG [38]) using proprietary GPU firmware. Additionally, prior
works [73, 74, 75, 76] use cryptographic primitives for the cloud.
Heterogeneous TEE. SGX-FPGA [77] proposes a custom
FPGA enclave connected to an SGX enclave over an encrypted
channel. Similarly, HIX [50] enables shared memory communi-
cation between a GPU enclave and an SGX enclave using HIX
trusted driver. In Hector-V [78], during boot time, CPU-SM
configures an access control for peripherals on the AXI4-lite bus
to drop requests coming from untrusted code. vTEE [79] uses
micro kernel and p2p network to connect heterogeneous device.
Existing proposals [19, 20, 21] extend CPU-TEE protection
by leveraging MMU to protect MMIO devices and perform
bus-level isolation since devices are physically connected to a
TEE host. Our solution is compatible with these device-TEEs
but does not require the devices to be directly connected to
CPU-TEE hosts. We use the insights from the above proposals
to build the TEE-support for AI accelerator and SSD by adding
protection units (ACU, FMT, MPE) and relying on security
monitors. Our SC-based access control for distributed settings
over a network mimics the bus-level filtering for a centralized
setting where the CPU and devices are connected to a bus.
Distributed TEE. HETEE [22] assumes non-TEE devices and
hosts are connected to a centralized security controller over
a PCIe switch in a physical attack-proof container, limiting
its scalability to a single rack and ∼ 60 nodes. In contrast, we
carefully avoid a centralized SC design that causes bottlenecks

in HETEE. Unlike HETEE, we allow multi-tenancy on TEE
nodes. Furthermore, the SC has to perform AES-GCM for all
data between 60 nodes. Hence, they employ trusted proxy nodes
to distribute the cryptographic operations evenly. We avoid
this problem by protecting the non-TEE nodes with the SC’s
access-control checks, and AES-GCM is only required when
communicating with TEE nodes.
Commercial Confidential Cloud Solutions. Several
CSPs offer accelerators as a unit [80, 81] or as a packaged
service [82, 83]. Many cloud provider provides CPU-based TEEs
based on Intel SGX, Intel TDX, and AMD SEV [15, 16, 17, 84],
and hypervisor [18].
Trusted IO. Upcoming PCIe features enable mechanisms to
connect CPU-TEEs with DSA-TEEs. Specifically, TEE Device
Interface Secure Protocol (TDISP) for PCIe-6 enables TEEs on
processors to connect to TEE-enabled PCIe DSAs [85]. Integrity
and Data Encryption (IDE) on PCIe-5 encrypts, and integrity
protects PCIe traffic on processors and DSAs [86]. The adoption
of these PCIe extensions as TDX-Connect for Intel TDX, SEV-
TIOforAMDSEV-SNP,DeviceAssignment (DA) forArmCCA,
and IOPMP for RISC-V allows these TEE-enabled DSAs secure
direct access to TEE memory on processors [87, 32, 88, 89].
These technologies allow a single CPU node to connect to a
TEE-enabled DSA node securely. For example, with SEV-TIO,
a TEE-enabled DSA connected to an SEV-SNP VM can directly
access the VM’s memory. Here, PCIe IDE encrypts, and integrity
protects all traffic between the SEV-SNP VM and the DSA, elim-
inating the need for the bounce-buffer-style software encryption
we propose. However, this is only feasible if the DSA is directly
connected to the SEV node. Therefore, we need to address the
challenges in a distributed setting that we consider. Single-node
performance will improve when nodes with these technologies
are available in data centers. However, the security principles and
insights we outline in this paper will still be required to deploy
these technologies securely at the datacenter scale. CXL and
all its variants, CXL-mem, CXL-cache, and CXL-IO, similar to
PCI-E, is single root, i.e., there can be only one host controller. In
contrast,ourproposalallowsarbitraryscalingwith thehelpofSC.
CXLhas similar securitymechanisms as the PCI-EIDE standard,
i.e., end-to-endencrypted transmissionbetweenhubs [90],which
trusted motherboard/chipset manufacturers can enable. Detailed
security analysis and design with CXL support is beyond the
scope of our paper and requires independent exploration.

VIII. Conclusion
We propose a data center design with enclaved execution

guarantees for TEE and non-TEE devices, scaling across nodes
and future-ready for TEE devices. We show that the performance
costs of such a design are modest and can be reduced further with
fine-tuning. We envision that our insight will serve as guiding
principles for cloud-scale solutions for confidential computing
beyond CPU execution.
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